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| am Pep Pla

Father of three kids and three cats. In
my spare time I'm a Consultant at

Find me @peppla Percona.

and
pep.pla@percona.com
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Disclaimer

I'm not a ProxySQL employee.
Percona is not owner or owned by ProxySQL.

| think ProxySQL is a great open source product and | celebrate that they are
adding support for the PostgreSQL protocol.

Pgsql support in ProxySQL is still WIP.
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What is ProxySQL?

ProxySQLl is an open source high performance, high availability, database
protocol aware proxy for MySQL and PostgreSQL.
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Why ProxySQL?

e Advanced features:
o high availability.

load balancing.

query based routing.

query caching.

query rewriting.

connection multiplexing.

e Single proxy platform for MySQL and PostgreSQL.
o Infrastructure simplification.
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ProxySQL Architecture Overview

e ProxySQLl is a multithreaded daemon with a modular architecture.
o Main thread.

Admin thread.

Worker threads.

Monitor threads.

o O O




ProxySQL Architecture Overview

e Mainthread

(@)

bootstraps and manages other threads.

e Admin thread:

(@)

(@)
(@)
(@)
(@)

Initializes and bootstraps the admin interface.

Configuration load from file or database.
Web Ul and CLl interface.

Cluster module.

Admin/stats listener.

/A\ PERCONA



/A\ PERCONA

ProxySQL Architecture Overview

e Worker threads
o Handle database traffic.
o For client and backend connections.
m Client: client application -> proxysq|
m Backend: proxysqgl -> database
o Aclient connection is assigned to a worker thread and all traffic for that connection
is handled by the same thread.
o One thread handles muiltiple client and database connections.
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ProxySQL Architecture Overview

Multiplexing in ProxySQL is a feature that allows multiple frontend connections to
reuse the same database backend connection.

ProxySQL uses a thread pool and by Multiplexing, ProxySQL further reduces the
number of resources being allocated and managed by the database backends
and by the proxy itself.

Multiple client connections will use the same ProxySQL thread and the same
database connection.

If required, ProxySQL will use a dedicated database connection.
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ProxySQL Architecture Overview

e Monitor threads
o Main thread: starts and manages monitor threads.
o Connection check threads.
m Database availability and connection latency.
o Ping check threads.
m If the server is available.
m Latency tracking.
o Read-only check threads.
o Replication lag check threads.
e Monitor thread pool
o if required, additional threads will be started.
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ProxySQL Configuration Architecture

e Multilayer configuration system.
o Runtime
o Memory
o Disk
e Accessed via the Admin Interface.
o SQlL-like interface.
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Runtime Configuration

e Runtime represents in-memory configuration.
e Used by threads to perform their tasks: configure, process traffic and monitor

servers.
e Can't be modified directly.
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Memory Configuration

e Also know as main or "working" configuration.
e Itis storedin memory and is not persistent.
e Can be modified via the Admin Interface.
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Disk Configuration

e Persistent configuration.
o Stored in afile or in the internal SQLite database.
e Read at startup and used to populate the Memory and Runtime

configurations.
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Configuration flow

1. Changes are performed in Memory.
2. Once we are ready, we copy them to Runtime.
3. Once we know changes work properly, we save them to Disk.

If something breaks, | can move the configuration from Disk to Memory or from
Runtime to Memory if needed.

15
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Initial Configuration

e When there is no existing configuration, ProxySQL will read from the initial
configuration file.
e This configuration will be saved to the indexed internal SQLite database.

e The initial configuration file is only read once, when there is no existing
configuration.

It is a common mistake to change the configuration in the initial configuration file
and try to reload it by restarting ProxySQL.

16
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Why this multilayer configuration?

e Changes are made to the Memory configuration.

o Multiple changes can be made without affecting the Runtime configuration.
e Changes are applied from Memory to Runtime.

o Allchanges are applied at once.

o No partial changes.

e If everything is fine, changes can be saved to disk for persistence.

e If something goes wrong, changes can be reverted by reloading the Runtime
configuration from Disk.

e Variable validation only takes place when changes are applied to Runtime.

o Prevents invalid configuration changes.
o Previous value will be kept if the new value is invalid.
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More about configuration

e Configuration is split into multiple tables/groups.
o Each table/group contains related configuration variables.
e Configuration groups:
Users
Backend Servers
Query rules
Protocol variables
Admin variables
Scheduler

O O O O O O
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The Admin interface

Connect with psql client.

Meta-commands are not supported.

SQLite.
https://proxysqgl.com/documentation/getting-started/
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The Admin interface

[root@pgdayl ~]# psgl -h 127.0.0.1 -p6132 -U admin -d admin

Password for user admin:

psgl (17.6 - Percona Server for PostgreSQL 17.6 server 16.1)

SSL connection (protocol: TLSvl.3, cipher: TLS AES 256 GCM SHA384, compression: off, ALPN: none)
Type "help" for help.

admin=# show databases;

disk
stats
monitor




The Admin interface

tables from monitor;
tables

pgsgl server connect log
pgsgl server ping log
pgsqgl server read only log

(13 rows)
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The Admin interface

admin=

jslefStent
pgsql
pgsql
pgsql
jslefStent
pgsql
pgsql
pgsql
jslefStent
pgsql

(10 YOWS

# show tables like 'pgsqgl%';
tables

servers

users

ldap mapping

query rules

query rules fast routing

hostgroup attributes

replication hostgroups

firewall whitelist users

firewall whitelist rules

firewall whitelist sqli fingerprints

)
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Configuration Groups: Global variables

select * from global variables where variable name not like 'mysqgl%' order by variable name;
variable name variable value

in-admin credentials admin :admi
n-checksum admin variables true
in-checksum ldap variables true
n-checksum mysgl query rules true
in-checksum mysqgl servers true
g n—-checksum mysgl users true
admin-checksum mysql variables true
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Configuration Groups: Global variables

pgsqgl-throttle connections per sec to hostgroup 1000000
pgsgl-throttle max bytes per second to client 0
pgsgl-throttle ratio server to client 0
pgsgl-unshun algorithm 0

pgsgl-use tcp keepalive true
pgsgl-verbose query error false
pgsgl-wait timeout 28800000

Not all the variables are dynamic. But most of them are.
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Configuration Groups: Global variables

global variables variable value='PGDayNap25' variable name='pgsgl-monitor password';

pgsgl variables
144
pgsgl variables runtime;

WRONG, first test to runtime, later save to disk.
Validation takes place when setting to runtime.
save/load pgsql variables to runtime/memory/disk
save/load admin variables to runtime/memory/disk.
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Error log

e By default ProxySQL generates and error log file in the [datadir]
e Thisfile is important because it contains errors from apparently successful
configuration commands.

26




/A\ PERCONA

Servers and Hostgroups

e Servers represent backend connection routes.

e Hostgroups represent groups of servers that belong to the same topology.
o Actually hostgroups go in pairs: Writer and reader.

e Servers in the same hostgroup can receive traffic for that hostgroup.

o If the server is read-only will receive traffic for the reader hostgroup.
o If the server is read-write will receive traffic for the writer hostgroup.
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Servers and Hostgroups

select * from pgsqgl replication hostgroups;
writer hostgroup | reader hostgroup | check type | comment

| 2 read only |

select * from pgsqgl servers;
hostgroup id | hostname | port | status

| 192.168.10.106 | 5432 | ONLINE |
| 192.168.10.127 | 5432 | ONLINE |
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Servers and Hostgroups

from runtime pgsgl replication hostgroups;
writer hostgroup | reader hostgroup | check type | comment
| 2

read only

select hostgroup id,hostname,port,status from runtime pgsqgl servers;
hostgroup id | hostname | port | status

| 192.168.10.106 | 5432 | ONLINE

| 192.168.10.127 | 5432 |

192.168.10.127 is a hot standby and ProxySQL moves it to the reader hostgroup.
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Configure servers and hostgroups

e No mystery here.
o Insert/Update/delete pg_servers and pg_replication_hostgroups.
o Load pgsql servers to runtime and/or save pgsql servers to disk.
e Servers have more attributes:
o Hostgroup.
ONLINE/OFFLINE SOFT/OFFLINE HARD/SHUNNED.
Maximum number of connections.
Weight.
Maximum replication lag.
Maximum ping latency.
e A physical server can be in more than one ProxySQL server.
o PKis Hostgroup, Address and Port.

O O O O O
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from pgsgl users;
RECORD 1

username appuser

password appuser
active 1
use ssl 0
default hostgroup 1
transaction persistent 1
fast forward 0]
backend 1
frontend 1
max connections 1
attributes

comment

The missing part. We need users to connect.
Transaction persistence is implemented by user.
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Query rules

e Queryrule can

O O O O O O

O

modify the hostgroup.
modify the query.
cache the results.

timeout the query after an specified time.

delay the execution of the query.
any combination of the previous.

e Based on multiple criteria.
e Are processed in order.

(@)

Can be chained.
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Query rules

pgsql query rules;

username

k
flagIN
client_addr

|

|

|

|

|

|
proxy_addr
proxy port

i t |

|

|

|

|

|

|

|

0x4539c37ccf80433c
match_diges
match_pattern
negate match pattern
re modifiers
flagOUT
replace pattern
destination hostgroup
cache_ttl
cache_empty result

e timeout

2@

next query flagIN
mirror flagOUT
mirror_hostgroup
error_msg

attributes
comment
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Read/Write splitting

INSERT INTO pgsqgl query rules (rule id, active, match pattern, destination hostgroup,
1, '"~SELECT.*FOR UPDATE', 1, 1),
1, '"~SELECT', 2, 1);
02

2d pgsqgl query rules to runtime;

psqgl -h proxysqgll -p 6133 -U appuser -d application db

Password for user appuser:

psgl (17.6 - Percona Server for PostgreSQL 17.6.1, server 16.1)

SSL connection (protocol: TLSvl1.3, cipher: TLS AES 256 GCM SHA384, compression:

application db=> SELECT inet server addr();
inet server addr

192.168.10.127
(1 row)

application db=> SELECT inet server addr ()
inet server addr

192.168.10.106
(1 row)




Read/Write splitting

application db=> start transaction;
START TRANSACTION

application db=*> SELECT inet server addr();

inet server addr

192.168.10.106
(1 row)

application db=*> commit;

COMMIT

application db=> SELECT inet server addr():;
inet server addr

192.168.10.127
(1 row)
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Results caching

select hostgroup, datak

digest, digest text
hostgroup digest

database

2 | application db | 0x4539c37ccf80433c
1 | application db | 0x4539c37ccf80433c

[NSER’ ITO pgsgl query rules (rule id, active,
(3, 1,'0x4539¢c37ccf80433c', 10000, 1);
load pgsqgl query rules to runtime;

application db=> select now() ;
now

2025-09-23 22:22:18.977455+00
(1 row)

application db=> select now();
Nnow

2025-09-23 22:22:18.977455+00
(1 row)

from stats.stats pgsqgl query digest
digest text

digest,

ct
i

w () ;
now () ;

cache ttl,

‘;\},";7 \4
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here digest text='select now();';
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Results caching

A few seconds later...

application db=> select now();
now

2025-09-23 22:23:53.486641+00
(1 row)

application db=> select now(),1;
now | ?column?

2025-09-23 22:24:03.669498+00 |
(1 row)

application db=> select now();
now

2025-09-23 22:24:10.692627+00
(1 row)




/A\ PERCONA

Query rewriting

INSERT INTO pgsql query rules (rule id, active, match pattern, replace pattern, apply) VALUES
(2, 1,'select ([0-9])', 'select \1+1', 1);
load pgsgl query rules to runtime;

application db=> select 1;
?column?

application db=> select 9;
?column?

application db=> selec
?column?
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Query rule chaining

e Query rules have three attributes that define chaining:
apply: if 1 and the rule matches, it will be applied without further processing.
Rules with lower flag_in=0 are processed first.
If apply=0 and flag_in=flag_out, | will continue processing flag_in rules.
If apply=0 and flag_in!=flag_out, | will switch processing to rules with
flag_in=flag_out
e Query rule chaining is used to reduce the impact of processing many rules.
o Query rules have a cost.
o Processed for each and every query.

O O O O
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Query rule fast routing

e The pgsql_query_rules_fast_routing table is an extension of
pgsql_query_rules and is evaluated after that.
e Only filters by username, database and flagin.
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Monitor

e ProxySQL has dedicated threads to check latency, replication lag and if the
database is writable.
e These threads update the monitor database with information about the

checks performed.
e Monitor data expires after pgsql-monitor_history milliseconds.
e The frequency of monitoring can be changed.
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Statistics

e ProxySQL collects multiple types of statistics.
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Statistics

show tables

stats
stats
stats
stats
stats
stats
stats
stats
stats
stats
stats
stats
stats
stats
stats
stats
stats
stats
stats
stats
(39

pgsql
pgsql
pgsql
pgsql
pgsql
pgsql
pgsql
pgsql
pgsql
pgsql
pgsql
pgsql
pgsql
pgsql

from stats;

tables

client host cache
client host cache reset
commands counters
connection pool
connection pool reset
errors

errors reset

free connections
global

processlist

query digest

query digest reset
query rules

users

proxysgl message metrics
proxysql message metrics reset
proxysqgl servers checksums
proxysql servers clients status
proxysgl servers metrics
proxysql servers status

ows)
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Statistics
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The bad news is that

“The PostgreSQL module is still in beta, and users should be aware that it is still
undergoing active development and testing.”

e PostgreSQl's Extended Query Protocol Support in ProxySQL -
https://github.com/sysown/proxysql/issues/5018

Mirroring is not supported yet.

Additional checks (replica lag).

Different backend and frontend users.

Local password hashing.

ProxySQL Cluster support.

Persistent statistics.
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The good news is that

e ProxySQL is committed to PostgreSQL.
e Missing functionalities are under development right now.
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How does ProxySQL compare to the others?

e ProxySQl is intended to run on the application server.
o HA s solved at application server level.
o No need for specific/dedicated infrastructure.

e |tisfast.
e Protocol aware.

e Distributed configuration
o not yet for pgsql but trivial to implement.

50
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Thank you!

Questions?



